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ABSTRACT
Existing approaches to improving the robustness of source code
models concentrate on recognizing adversarial samples rather than
valid samples that fall outside of a given distribution, which we
refer to as out-of-distribution (OOD) samples. To this end, we pro-
pose to use an auxiliary dataset (out-of-distribution) such that,
when trained together with the main dataset, they will enhance the
model’s robustness. We adapt energy-bounded learning objective
function to assign a higher score to in-distribution samples and a
lower score to out-of-distribution samples in order to incorporate
such out-of-distribution samples into the training process of source
code models. Our evaluation results demonstrate a greater robust-
ness for existing source code models to become more accurate at
recognizing OOD data while being more resistant to adversarial
attacks at the same time.
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1 INTRODUCTION
Learning code representations (a.k.a. embeddings) and developing
a prediction model for programs have been found to be beneficial
for a variety of software engineering tasks [4–6, 8, 9, 15, 20, 21, 25].
However, existing source code models suffer from two kinds of
robustness problems: (1) adversarial robustness: small, seemingly
innocuous perturbations to the input that lead to incorrect predic-
tions [2, 17, 24]; (2) out-of-distribution (OOD) uncertainty arises
when a machine learning model sees an input that differs from its
training data, and while still predicting on an existing class label
by the model regardless. To the best of our knowledge, adversarial
robustness for code has been studied recently [2, 17–19, 23, 24],
while the OOD detection has been neglected in the research on the
robustness of code models. We seek to address the OOD robustness
problem by proposing a novel learning method that brings two
benefits together: (1) making source code models more resilient
to adversarial samples; (2) enabling the detection of OOD samples.
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To tackle this problem, we aim to enable source code models to
say "I don’t know" whenever possible instead of making a blind
prediction by pretending that they knew the answer. We propose
to use an auxiliary dataset in addition to the main dataset to train
for a specific code learning task. The auxiliary dataset is used as
an external resource to improve the model’s prediction capability,
i.e., the model will know when not to predict something outside of
its knowledge. A collection of unlabeled code snippets can be used
as the auxiliary dataset. As a result, the auxiliary dataset has the
benefit of being inexpensive to collect because one does not need
to label its elements. Now, we train the model to generate a single
scalar value as the measurement score, so that in-distributions have
high scores and out-of-distributions have low scores. We propose
to adapt the energy-bounded objective function for the auxiliary
dataset that will be jointly trained with the cross-entropy objective
function for the main dataset. The additional knowledge from the
auxiliary dataset is leveraged to the model during this jointly train-
ing phase by pushing the OOD samples further away, in distance,
from the in-distribution samples. Since the energy-bounded learn-
ing method is agnostic to the cross-entropy objective functions, it is
applicable to a wide range of source code models and a several pro-
gramming tasks. In this work, we evaluated the method on the code
classification task train on the Tree-based CNN [13]. The results
show that training the source code model with an auxiliary dataset
on the energy-bounded objective improves the model’s robustness
in terms of OOD detection robustness and adversarial robustness.

2 OUR APPROACH
First, an auxiliary dataset including additional code samples will
be treated as out-distribution data, while the samples in the main
dataset will be treated as in-distribution data. The code samples in
the OOD dataset will be encoded in exactly the same way as the
samples in the main dataset, except for the steps after obtaining the
code embeddings and logits: the energy of both the auxiliary and
main code embeddings are computed using an energy-bounded loss
function. The intuition of introducing the energy-bound loss func-
tion is to assign distinct score ranges to separate out-of-distribution
from in-distribution data. The cross-entropy and energy-bounded
loss functions are trained jointly in our end-to-end learning frame-
work as the total loss. Here we present the energy-bounded loss
function [12], in which the neural network is designed to purposely
generate a gap between in-distribution and out-of-distribution data
by assigning lower energy to in-distribution data and larger energy
to out-of-distribution data. Specifically, the energy-based classifier
is trained using the following objective function:

min
\

E(𝑥,𝑦)∼Dtrain
in

[− log 𝐹𝑦 (𝑥)] + _ · 𝐿energy (1)
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(a) FPR95: 99.71 (b) FPR95: 68.62 (c) FPR95: 0.00

Figure 1: Distribution of softmax scores vs. energy scores from TBCNN-CE vs. TBCNN-EB. (a) FPR95 = 99.71 for the softmax confidence score
derived from the TBCNN-CE model. (b) FPR95 = 68.62 for the energy score derived from the TBCNN-CE model. (c) FPR95 = 0.00 for the energy
score derived from the TBCNN-EB model.

, where 𝐹 (𝑥) is the softmax output of the classification model and
Dtrain

in is the in-distribution training data. The overall training ob-
jective combines the standard cross-entropy loss, along with a
regularization loss defined in terms of energy:

𝐿energy = E(𝑥in,𝑦)∼Dtrain
in

(max(0, 𝐸 (𝑥in) −𝑚in))2+E𝑥out∼

Dtrain
out (max(0,𝑚out − 𝐸 (𝑥out)))2

(2)

, where Dtrain
out is the unlabeled auxiliary OOD training data.

3 EVALUATION
Datasets: For in-distribution dataset, we use the POJ dataset [14]

which comprises of 52,000 C programs of 104 classes. For out-
distribution dataset, we use C data from Project CodeNet [16], a
large-scale dataset in multiple programming languages. We use
Nicad [3] to remove all of the potential clones that may appears.
Then, we randomly sample 60k samples from the OOD datasets
to ensure that the data is balanced with the POJ. Then for both
the in- and out- distribution dataset, we split them into train-
ing/testing/validation with the ratio 70/20/10 into data portions
called 𝑖𝑛− 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝑖𝑛− 𝑡𝑒𝑠𝑡𝑖𝑛𝑔, 𝑖𝑛− 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 and 𝑜𝑢𝑡 − 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔,
𝑜𝑢𝑡 − 𝑡𝑒𝑠𝑡𝑖𝑛𝑔, 𝑜𝑢𝑡 − 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛.

Training Settings: We train the models using two different loss
functions. The first one is cross-entropy loss function used in most
of the source code models [22](CE). The second one is the energy-
bounded loss function we presented in this study (Equation ??)(EB).
The reason is that we want to see how well the model trained on
EB loss compares to the same model trained on CE loss. We choose
code classification [13] because it is generic and can represent for
the family of classification-based tasks in software engineering,
such as malware classification, patch identification, bug triage, etc.
Even though the names are different, the general goal is similar, i.e.,
to classify a piece of code into a given class.

Metrics: We choose false positive rate at 𝑁% true positive rate
(FPR𝑁 ) as the metrics for evaluation. The FPR𝑁 metric [1, 10, 11]
is the probability that an in-distribution example (negative) raises a
false alarmwhen𝑁% of anomalous examples (positive) are detected,
so a lower FPR𝑁 is better.

Baselines: In addition to the energy-bounded loss function, we
use the softmax score as a baseline to compare against. Note that
softmax score has been used as a strong baseline [7] to detect OODs
in machine learning.

Evaluation Results: Figure 1 compares the energy and softmax
score histogram distributions, derived from the TBCNN model
trained on cross-entropy loss (TBCNN-CE), and another TBCNN
model trained on energy-bound loss (TBCNN-EB) for the code clas-
sification task. As we can see in Figure 1a, the softmax histograms
derived from TBCNN-CE for in- and out- distribution makes it dif-
ficult to distinguish the two distributions, resulting in FPR95 value
of 99.71%. On the other hand, using the energy histograms derived
from TBCNN-CE in Figure 1b makes it better to distinguish the two
distributions, resulting in FPR95 value of 68.62%. Finally, Figure 1c
shows the energy histograms derived from TBCNN-EB, resulting
in the perfect value of FPR95=0.0%. This demonstrates the superior
performance of the energy-bound learning model trained with the
auxiliary dataset in detecting OOD samples.

4 DISCUSSION & CONCLUSION
We proposed to adapt the energy-bound loss as an alternative
for the cross-entropy loss commonly used to train source code
models. Along with the main dataset (in-distribution dataset), the
energy-bounded loss is trained using an auxiliary dataset (out-
of-distribution dataset). We showed that this training technique
improves the robustness of source code models while preserving
their predictive ability and the energy score produced from such
models is used to detect code snippets that are out-of-distributions.
The results of our evaluation on code classification task indicate
that the energy-bound score is much better than the softmax score
for the OOD detection task. It is therefore recommendable to
consider this alternative in classification-based code learning.

Our technique was evaluated solely on classification-based tasks,
but many programming problems, such as code summarization and
program translation, could be formulated differently. These two
tasks are related to translation and generation tasks in general, and
it is necessary to quantify the uncertainty of the translated results,
i.e., the model should not produce incorrect translation results if
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the output is uncertain. More effort is needed to propose methods
for dealing with such translation- and generation-based tasks.
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